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SUMMARY This paper investigates and analyzes the resistive averaging network and interpolation technique to estimate the power consumption of preamplifier arrays in a flash analog-to-digital converter (ADC). By comparing the relative power consumption of various configurations, flash ADC designers can select the most power efficient architecture when the operation speed and resolution of a flash ADC are specified. Based on the quantitative analysis, a compact 5-bit flash ADC is designed and fabricated in a 0.13-μm CMOS process. The proposed ADC consumes 180 mW from a 1.2-V supply and occupies 0.16-mm² active area. Operating at 3.2 GS/s, the ENOB is 4.44 bit and ERBW 1.65 GHz. At 4.2 GS/s, the ENOB is 4.20 bit and ERBW 1.75 GHz. This ADC achieves FOMs of 2.59 and 2.80 pJ

1. Introduction

In GS/s analog-to-digital conversion, the flash, also fully parallel, analog-to-digital converter (ADC) is one of the most preferred architectures owing to its high-speed potential and low latency. The resolution of a flash ADC is usually less than 8 since its component number grows exponentially with the resolution. Random offsets induced by component mismatches limit the accuracy of a flash ADC. Large number of components and device mismatches constrain the performance of flash ADCs. Techniques such as interpolation [1]–[3], resistive averaging network [4]–[8] and calibration [9], [10] are developed either to reduce the component number or enhance the accuracy. The basic concept of interpolation is to decrease the number of amplifiers. The resistive averaging network and calibration techniques reduce the random offsets of differential amplifiers. Generally, calibration techniques complicate design and increase hardware overhead. Moreover, additional calibration time is required if foreground calibration schemes are employed [9], [10]. The objective of this paper is to discuss the design principles of compact high-speed ADCs. Therefore, calibration techniques are beyond the scope of our discussion.

Previous publications [1]–[8] discuss and explain the characteristics of interpolation and resistive averaging network well. In this paper, the discussion focuses on the two techniques that have on power consumption. The interpolation technique reduces the number of amplifiers but increases the power consumption of the interpolated amplifiers. On the other hand, the averaging network reduces the power consumption of an averaged amplifier but requires extra dummy amplifiers to maintain boundary conditions. The utilization of the two techniques generates some trade-offs which confuse flash ADC designers. In the following sections, the effects of the two techniques on the power consumption of a flash ADC are clarified. Based on quantitative analysis and simulations, designers can select the most suitable technique and most power efficient ADC architecture when the speed and resolution are specified.

The remainder of this paper is organized as follows: Sect. 2 discusses and analyzes the resistive averaging network and interpolation. In Sect. 3, some modifications are done to make the estimation of power consumption more accurate. Section 4 shows the comparisons of the power consumption of different configurations. Section 5 presents the architecture of the proposed ADC and implementation of the building blocks. Measurement results are shown in Sect. 6. Finally, Sect. 7 is the conclusion.

2. Interpolation and Resistive Averaging Network in Flash ADC

In flash ADCs, preamplifiers are often placed in front of a latch-based comparator to overcome dynamic offsets and enhance regeneration speed [5]. The stage number and connection style of the preamplifiers relate to the overall performance and power consumption of a flash ADC. The small-signal voltage gain and −3-dB bandwidth of the first preamplifier in Fig. 1 can be expressed as [11]

\[ |A_{v,1}| = \sqrt{\frac{\mu}{2}} \frac{W}{L} I_{ox} \times R_{L,1} \text{ and } \omega_{-3\text{dB}} = \frac{1}{R_{L,1} C_{eq}} \] (1)

Fig. 1 The schematic of cascaded amplifiers.
where

\[ C_{eq} = C_{dist,1} + C_{gs,2} + \left(1 + |A_{v,2}|\right) C_{gd,2} \]  

Equation (1) reveals the voltage gain is proportional to the loading resistance and the square root of the bias current. In cascaded amplifiers, the input and output common-mode voltage of each amplifier can be set the same to avoid the utilization of level shift circuits. Reducing the loading resistance and enlarging the bias current concurrently extend the bandwidth without changing the output common-mode voltage. Because the loading resistance has a stronger influence on the voltage gain than the bias current, the voltage gain decreases with the increase of the bandwidth. Consequently, more stages of preamplifiers are necessary to achieve the required gain when the input frequency range increases. For high-speed operation, several stages of high-bandwidth preamplifiers are usually cascaded to provide sufficient gain.

In a preamplifier, the differential components such as input transistors and loading resistors must be large enough to overcome random offsets induced by component mismatches. Among all kinds of mismatches, the threshold voltage mismatch dominates [7], [12]. The standard deviation of the offset voltage induced by the threshold voltage mismatch is

\[ \sigma V_{TH} = \frac{A_{VTH}}{\sqrt{W/L}} \]  

(2)

where \( A_{VTH} \) is a process dependent parameter [11], [12]. According to (1), the bandwidth of a preamplifier is inversely proportional to its output capacitive loading which is roughly proportional to the transistor size. If the outputs of a preamplifier are connected to the inputs of another preamplifier, the input-referred offset caused by the succeeding stage is reduced by a factor of the gain of the preceding one. If each differential pair is designed to contribute the same offset voltage, the device sizes of the succeeding preamplifiers can be scaled down stage by stage to reduce capacitive loading. As a result, the overall power consumption becomes smaller. For example, Fig. 2 illustrates the scaling of cascaded preamplifiers where \( \sigma(V_{th,1-3})_{AVTH} \) are the standard deviations of the input-referred threshold voltage offsets of the preamplifiers. Assume the voltage gain of each amplifier is 2 and the transistor channel length is fixed. Due to the amplifying of the 1st-stage preamplifier, the width of the input transistors of the 2nd-stage preamplifier is scaled down by a factor of 4. According to (1), when the loading capacitance becomes a smaller value, enlarging the loading resistance makes the bandwidth of each stage the same. Then reducing the bias current keeps the output common-mode voltage unchanged. If the power consumption of the 1st-stage preamplifier is \( P_0 \), those of the 2nd-stage and 3rd-stage are \( P_0/4 \) and \( P_0/16 \), respectively. Under this scaling scenario and neglecting parasitic effects, the total power consumption is saved while the gain, bandwidth and accuracy of the three preamplifiers are controlled the same.

2.1 The Case with Conventional Connection

Figure 3 shows four configurations of preamplifiers, where there are three stages of preamplifiers in each case. The gray blocks denote preamplifiers and white blocks represent dummies. The arrows indicate signal flows. The sizes of these blocks represent the relative device dimensions of the preamplifiers. Assume the power consumption of the 1st-stage preamplifier is \( P_0 \) and the gains of the 1st-stage and 2nd-stage are \( A_1 \) and \( A_2 \), respectively. Theoretically, the minimum power consumption of the 2nd-stage preamplifier is \( P_0/A_1^2 \) and that of the 3rd-stage is \( P_0/A_1^2A_2^2 \). Figure 3(a) illustrates the conventional connection style of preamplifiers. In this configuration, the minimum power consumption of the conventional case is expressed as

\[ P_{CON} = np_0 \left(1 + \frac{1}{A_1^2} + \frac{1}{A_1^2A_2^2} \right) \]  

(3)

where \( n \) equals \( 2^N - 1 \) for an \( N \)-bit ADC.

2.2 The Case with Resistive Averaging Network

Resistive averaging network is extensively used in flash ADCs to reduce random offsets [4]–[8]. When the output nodes of a preamplifier are connected in an averaging network, as shown in Fig. 4, its output voltages are not only defined by itself but all the amplifiers nearby. Therefore, the random offsets are neutralized, and the accuracy of the
averaged preamplifier is enhanced. An averaged preamplifier with small input transistors has the same accuracy as an isolated preamplifier with large ones. From this point of view, the resistive averaging network enhances the speed of a preamplifier because smaller transistor size means smaller capacitive loading. The major penalty of this technique is extra dummy amplifiers used to maintain boundary conditions. Without dummies, the zero crossing point of a preamplifier near the boundaries shifts inward. The shifting of the zero crossing point generates systematic offset. Dummies are added to compensate for the shifting. The number of required dummies depends on the tolerable systematic offset value. This technique reduces the power consumption of each preamplifier but increases the number of the preamplifiers. As depicted in Fig. 3(b), the 1st-stage and 2nd-stage preamplifiers are averaged. The total power consumption of this configuration is given as

$$P_{\text{AVG}} = np_0 \left( \frac{1}{k_{a1}} + \frac{1}{k_{a2} A_{a1}} + \frac{1}{k_{a2} A_{a2}} \right) + m_{a1} p_0 + m_{a2} p_0$$  \hspace{1cm} (4)$$

where $k_{a1,2}$ are the averaging efficiency factors and $m_{a1,2}$ are the numbers of dummies. Note $A_{a1,2}$ represent averaged gains which are equal to or smaller than the values without averaging [7]. The averaging efficiency mainly depends on the ratio of the averaging resistance $R_1$ to loading resistance $R_0$ and the number of non-saturated amplifiers [5]. Generally, the smaller the resistance ratio, the larger the efficiency factor is. However, more dummies are required when the resistance ratio becomes smaller. For power reduction, the power consumed by the dummies can not exceed that reduced by the averaging technique. Section 3 will discuss the detailed calculation of the averaging efficiency factor.

2.3 The Case with Interpolation

Figure 3(c) depicts the interpolation case. The interpolation technique decreases the number of components [1]–[3]. Take a $2\times$ interpolation case as an example. If $2L + 1$ zero crossing points are required, only $L + 1$ amplifiers are necessary. The other $L$ points are interpolated by all adjacent amplifiers. This technique saves both chip area and routing effort. The number of preamplifiers in a $2\times$ interpolation array is roughly half of the original value. The capacitive loading of each interpolated amplifier, however, becomes larger. Each amplifier equivalently drives two succeeding ones in a $2\times$ interpolation case. The interpolation reduces the number of the preamplifiers but increases the power consumption of each preamplifier. The total power consumption of the $2\times$ interpolation case in Fig. 3(c) can be expressed as

$$P_{\text{INTP}} = q_1 \left( \frac{n' + 3}{4} \right) p_0 + q_2 \left( \frac{n' + 1}{2} \right) \left( \frac{p_0}{A_1^2} \right) + n' \left( \frac{p_0}{A_2^2 A_3^2} \right)$$  \hspace{1cm} (5)$$

where $q_{1,2}$ are the loading factors of the 1st-stage and 2nd-stage preamplifiers, respectively. The definition of the loading factor is specified in (12). In this case, $n'$ is $2^N + 1$ for an $N$-bit ADC. In a loading dominant case, the loading factor is
roughly equal to 2. On the other hand, it is roughly 1 when the input capacitances of the succeeding amplifiers can be ignored. Likewise, for power reduction, additional power generated by the interpolated amplifiers can not exceed the power saved by decreasing the number of amplifiers.

2.4 The Case with Averaging Plus Interpolation

Figure 3(d) depicts the connection style where the resistive averaging network and interpolation are used simultaneously. In this case, the power consumption of dummies becomes more dominant because regular components are fewer. The total power consumption is

\[
P_{\text{HYBD}} = \left( \frac{n'}{4} + m_{h1} \right) \frac{q_{h1}p_{0}}{k_{h1}^2} + \left( \frac{n'}{2} + m_{h2} \right) \frac{q_{h2}p_{0}}{k_{h2}^2 A_{h1}^2 A_{h2}^2} + \frac{n' p_{0}}{k_{h1}^2 A_{h1}^2 A_{h2}^2} \]  

(6)

where \(k_{h1,2}\) are the averaging efficiency factors, \(m_{h1,2}\) are the numbers of dummies and \(q_{h1,2}\) are the loading factors in this case. Compared to (3)–(5), there are more variables in (6). Therefore, more tradeoffs are found in this configuration.

Although three-stage cases are analyzed for explanation, these equations can be modified to estimate the power consumption of preamplifier arrays consisting of any number of stages. The values of all the variables in the equations can be obtained from circuit simulations. Nevertheless, the values of some variables are not available in the early design stage. The following section provides an approach for initial estimation. First, Sect. 3 discusses the derivations of averaging related variables such as averaging efficiency factor and the number of dummies. Then a simple estimation of the loading factor is given for hand calculation. Furthermore, a new variable named maximal scaling factor is introduced to make the equations closer to practical cases.

3. Averaging Related Variables, Loading Factor and Maximum Scaling Factor

3.1 Resistive Averaging Related Variables

The analysis in [7] is used to help estimate the power consumption of averaging related cases. To determine the number of dummies and value of the averaging efficiency factor, define \(\gamma\) as the ratio between the unit reference voltage step \(V_R\) and the input voltage range \(V_{\text{Sat}}\) where the differential pair is saturated. We have

\[
\gamma = \frac{V_R}{V_{\text{Sat}}} = \frac{V_R}{\sqrt{2}V_{\text{OV}}} 
\]

(7)

where \(V_{\text{OV}}\) is the overdrive voltage of the input transistors. \(N_{\text{NS}}\), the integer value immediately below \(1/\gamma\), is the number of non-saturated differential pairs in each side when the amplifier is balanced. If \(N_{\text{NS}}\) dummies are added each side, the systematic offset errors can be completely eliminated. The gain of the differential pair at position 0, as depicted in Fig. 4, can be expressed as [7]

\[
A_{a,h} = g_{m0}B \sum_{i=-N_{\text{NS}}}^{N_{\text{NS}}} C^{q_i-1} \frac{1 - (\gamma)^2}{\sqrt{1 - (\gamma)^2}} 
\]

(8)

where

\[
g_{m0} = \frac{I_{\text{SS}}}{V_{\text{OV}}} 
\]

\[
B = \frac{R_1}{2} \left( \frac{R_1 + 1 + \frac{R_0}{R_1}}{R_1 + 1 + \frac{R_0}{R_1}} - 1 \right) \]

and

\[
C = \frac{2R_0}{R_1} + \sqrt{1 + \frac{R_0}{R_1}} 
\]

(9)

Note \(g_{m0}\) represents the balanced transconductance of the differential pair. Only \(2N_{\text{NS}} + 1\) non-saturated differential pairs determine the gain of the amplifier. If only the dominant mismatch source, threshold voltage, is considered, the averaging efficiency factor is given as [7]

\[
k_{a,h} = \frac{\sigma_{\text{CON}(V_{\text{OS})AVTH}}}{\sigma_{\text{AVG}(V_{\text{OS})AVTH}}} = \frac{\sum_{i=-N_{\text{NS}}}^{N_{\text{NS}}} C^{q_i-1} \frac{1 - (\gamma)^2}{\sqrt{1 - (\gamma)^2}}}{\sum_{i=-N_{\text{NS}}}^{N_{\text{NS}}} C^{2q_i-2} \frac{1 - (\gamma)^2}{\sqrt{1 - (\gamma)^2}}} \]

(10)

which is defined as the ratio of the standard deviation of the threshold voltage offset without averaging \(\sigma_{\text{CON}(V_{\text{OS})AVTH}}\) to the value with averaging \(\sigma_{\text{AVG}(V_{\text{OS})AVTH}}\). Going through (7)–(9), the maximal number of dummies \(2N_{\text{NS}}\), the values of the averaged gain \(A_{a,h}\) and averaging efficiency factor \(k_{a,h}\) are obtained. These calculation procedures can also be applied to cascaded preamplifiers. Generally, the calculation procedures of the averaging related variables are the same in all stages. However, the value of the reference voltage step \(V_R\) changes when the interpolation technique is utilized. In a 2\(\times\) interpolation case, as depicted in Fig. 3(c), the reference voltage step of the 2nd-stage preamplifier is half of the value of the 1st-stage one.

To get closed-form equations, the preamplifier in [7] is modeled based on the square law which is not proper for short channel length transistors. Considering the velocity saturation effect caused by the high electric field in advanced processes, the drain current of a NMOS transistor in saturation region is expressed as [11]

\[
I_D = \frac{1}{2} \mu_n C_{\text{ox}} \left( \frac{W}{L} \right) \frac{V_{\text{OV}}^2}{1 + \left( \frac{\mu_n}{2 \mu_{\text{Sat}} L} + \theta \right) V_{\text{OV}}} 
\]

(11)
where the saturation velocity $v_{\text{Sat}}$ is approximately equal to $10^5$ m/s at $300 \, \text{K}$, and the fitting parameter $y$ is roughly $10^{-4}$. The typical thickness of the oxide $t_{\text{ox}}$ is 2.81 nm in the utilized 0.13-\text{m} CMOS process. According to (10), the peak value of balanced transconductance and the input voltage range of a differential pair where transconductance falls to zero are calculated. The transconductance and input range are

$$g'_{\text{m0}} = \frac{I_{\text{SS}}}{2V_{\text{OV}}} \left(1 + \frac{1}{1 + \left(\frac{\mu_0}{2v_{\text{Sat}}L} + \theta\right)V_{\text{OV}}}\right)$$

and $V'_{\text{Sat}} = \frac{x + \sqrt{1 + (1 + x)^2}}{1 + x}V_{\text{OV}}$

where $x = \left(\frac{\mu_0}{2v_{\text{Sat}}L} + \theta\right)V_{\text{OV}}$. (11)

In the utilized process, $g'_{\text{m0}}$ is roughly equal to 0.85 $g_{\text{m0}}$, and $V'_{\text{Sat}}$ is around 1.1 $V_{\text{Sat}}$. Replacing $V_{\text{Sat}}$ with $V'_{\text{Sat}}$ into (7) generates a new value of $\gamma' g_{\text{m0}}$ and $V'_{\text{sat}}$ are also replaced into (8) and (9) to get more accurate averaged gain and averaging efficiency factor. Although (7)–(9) are derived based on the square law model, the replacement of $g_{\text{m0}}$ and $V'_{\text{Sat}}$ enhances the accuracy of the averaging related variables.

3.2 Loading Factor

To calculate the loading factor of an $i$th-stage preamplifier, the total drain capacitance of the preamplifier, $C_{\text{dtot,i}}$, and the total gate capacitance of the subsequent stage, $C_{\text{gtot,i+1}}$, must be known. Take a 2× interpolation case as an example. The loading factor of an $i$th-stage preamplifier is defined as

$$q_{\text{li}} = \frac{C_{\text{dtot,i}} + 2C_{\text{gtot,i+1}}}{C_{\text{dtot,i}} + C_{\text{gtot,i+1}}}.$$ (12)

To get the accurate value of the loading factor, $C_{\text{dtot,i}}$ and $C_{\text{gtot,i+1}}$ can be directly extracted from circuit simulation. For hand calculation, there is another approach. When the bias conditions of preamplifiers in all stages are the same and the size scaling follows the abovementioned rules, (12) can be rewritten as

$$q_{\text{li}} = \frac{C_{\text{dtot,i}} + 2C_{\text{gtot,i}}}{A_i^2 C_{\text{dtot,i}} + C_{\text{gtot,i}}}.$$ (13)

where $A_i$ is the gain of the $i$th-stage preamplifier. Theoretically, the ratio of the gate capacitance to the drain capacitance is 2 when the transistor is in strong inversion region [11]. As a result, the loading factor is around

$$q_{\text{li}} = \frac{1 + 4/A_i^2}{1 + 2/A_i^2}. \quad (14)$$

3.3 Maximum Scaling Factor

There is a physical limit on the transistor size, and therefore the power consumption of an amplifier can not be infinitely scaled down. The physical limit here does not mean the minimum available size. Although $A_{\text{VTTH}}$ is usually set as a static value for simplicity, its value depends on the transistor size in practice. When the transistor size becomes extremely small, $A_{\text{VTTH}}$ becomes larger than the typical value. Therefore, the power consumption of each preamplifier is set to a lower bound. Take the averaging case as an example. With this modification, (4) is rewritten as

$$P_{\text{AVG}} = (n + m_{a1})p_0 \times \max\left[\frac{1}{k_{s1}}, \frac{1}{s_1}\right] + (n + m_{a2})p_0 \times \max\left[\frac{1}{k_{s2}A_{a1}^2}, \frac{1}{s_2}\right]$$

$$\times \max\left[\frac{1}{k_{s3}A_{a1}^2A_{a2}^2}, \frac{1}{s_3}\right]$$ (15)

where $s_1$–$s_3$ are the maximum scaling factors of the three stages. These scaling factors prevent the overoptimistic estimation of the total power consumption. The flash ADC designers should make the setting of the scaling factors lead to the minimum power consumption of preamplifiers. If the preamplifiers in all stages are of the same type, the values of the scaling factors are identical.

It is difficult to directly get insight into these equations. To apply all the abovementioned rules to a practical case, the selection of the preamplifier configuration of the proposed ADC is given as an example. In the next section, the values of the variable are extracted and calculated, and then the values are replaced into the equations. Finally, the most power efficient configuration is selected according to the quantitative comparisons.

4. Comparisons of Power Consumption

In the proposed ADC, the cascaded preamplifiers and the first differential pair of the current-mode flip-flop are designed to provide an overall voltage gain of 10 V/V and a bandwidth of 3 GHz. In this 0.13-\text{m} CMOS process, four stages of preamplifiers are necessary to accomplish the gain and bandwidth requirement. Therefore, the equations are extended for four-stage cases. In the averaging related cases, the first two preamplifier arrays are averaged. In the interpolation cases, the first three arrays are interpolated.

Table 1 lists basic terms such as unit reference voltage-step, overdrive voltage and gain. The values of these terms are obtained either from specifications or circuit simulations. Replacing the required terms into (7)–(9) gets the values of the averaging related variables such as the number of dummy and averaging efficiency factor. Although

<table>
<thead>
<tr>
<th>Variable</th>
<th>Value (Unit)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Resolution</td>
<td>$N$</td>
</tr>
<tr>
<td>Overdrive Voltage</td>
<td>$V_{\text{OV}}$</td>
</tr>
<tr>
<td>Unit Reference Voltage</td>
<td>$V_{\text{IR}}$</td>
</tr>
<tr>
<td>Loading Factor</td>
<td>$q$</td>
</tr>
<tr>
<td>Max. Scaling Factor</td>
<td>$s$</td>
</tr>
<tr>
<td>Gain of the 1st-Preampl</td>
<td>$A_1$</td>
</tr>
<tr>
<td>Gain of the 2nd-Preampl</td>
<td>$A_2$</td>
</tr>
<tr>
<td>Gain of the 3rd-Preampl</td>
<td>$A_3$</td>
</tr>
</tbody>
</table>

Regarding the power consumption, the power is the product of the voltage and the current. In the proposed ADC, the cascaded preamplifiers and the first differential pair of the current-mode flip-flop are designed to provide an overall voltage gain of 10 V/V and a bandwidth of 3 GHz. In this 0.13-\text{m} CMOS process, four stages of preamplifiers are necessary to accomplish the gain and bandwidth requirement. Therefore, the equations are extended for four-stage cases. In the averaging related cases, the first two preamplifier arrays are averaged. In the interpolation cases, the first three arrays are interpolated.
the number of dummies is not necessarily $2N_{NS}$ in practical cases, the maximal value $2N_{NS}$ is used in the following simulations for simplicity. When $2N_{NS}$ dummies are added, the systematic offsets are completely eliminated.

Replacing the data in Table 1 into (8), Fig. 5 shows the normalized averaged gains versus the resistance ratios with different sizes of the reference step $V_R$ where the numbers mean the ratios of the reference steps to the full scale range. When the resistance ratio grows, the averaged gains approach 1. The gains also approach 1 when the size of the reference step decreases. According to (9), Fig. 6 displays the averaging efficiency factors versus the resistance ratios with different sizes of the reference step. This figure indicates that averaging efficiency grows with the decrease of the resistance ratio. A smaller reference step has stronger averaging efficiency since it enhances more interaction among non-saturated amplifiers.

According to (14), the gains listed in the table are used to calculate the loading factor of each stage. Note the drain capacitance doubles in a 4-input preamplifier since there are two differential pairs. The loading factors of the three stages are all equal to 1.33. In the first design stage, (14) helps designers see the trend. When actual design parameters of the preamplifiers are available, designers can use (12) for more accurate estimation. The value of the maximal scaling factor is set depending on the employed process.

The comparisons of the relative power consumption of different configurations are depicted in Fig. 7 to Fig. 9 where the values in the parentheses are the ratios of the averaging resistance to loading resistance. The first figure shows the comparison of the conventional connection style to averaging cases of different levels. The second figure depicts the comparison between the interpolation case and interpolation plus averaging cases. In this third figure, the most power efficient case of each configuration is printed to help make the final decision. In the three figures, the power consumption on the $y$ axis means relative quantity and is therefore unitless. In these cases, the input voltage range is fixed. As a result, the value of an LSB becomes half with the increase of 1-bit resolution. According to (2), the device sizes of a preamplifier become four times larger. As a result, the value of $p_0$ becomes four times larger with the increase of 1-bit resolution.

The comparison of the conventional case to averaging ones is depicted in Fig. 7. This figure shows the strong averaging case, averaging (0.1), is the most power efficient. The power consumption of the weak averaging case, averaging (10), is larger than the conventional one because of the small averaging efficiency factor and dummy preamplifiers. In practice, not so many dummies are required in the
weak averaging case. If the number of dummies is adjusted according to the tolerable systematic offset value, the weak averaging case behaves slightly better than the conventional one. After all, this figure shows the trend that stronger averaging leads to lower power consumption. However, if a very small averaging ratio is used, the gain of an averaged amplifier will be very small. According to (4), a small gain is not good for the power consumption scaling of the subsequent preamplifiers.

Figure 8 shows the comparison of the interpolation and interpolation plus averaging cases. Compared to the conventional case, the reference voltage step of a front-stage preamplifier equivalently becomes larger in the interpolation cases. In other words, the value of $\gamma$ becomes larger. According to (8), the gain of the front-stage preamplifier becomes smaller. When the resolution is 4, the gain of the 1st-stage preamplifiers becomes very small, around 0.1 V/V, in the strong averaging case, averaging (0.1). As a result, the sizes of the subsequent preamplifiers cannot be scaled down but become larger. Therefore, the power consumption becomes extremely large in the 4-bit case as shown in Fig. 8.

Because the interpolation technique equivalently makes the averaging stronger, the benefit obtained from a larger averaging efficiency factor is overcome by a smaller averaged gain. The figure shows combining the averaging and interpolation is very power inefficient when the resolution is less than 6.

The comparison of the four configurations is depicted in Fig. 9 where we selected the most power efficient cases of the four configurations. With the increase of the resolution, the combination of the interpolation and resistive averaging becomes more and more power efficient. However, to design a 5-bit ADC, the comparison shows only the interpolation is sufficient.

Note these simulation results are only given as a design example. According to the number of required gain stages and resolution, (2)–(5) can be modified to estimate the power consumption of all the configurations. Flash ADC designers can replace their design parameters such as gain and loading factor into these equations. Then the most power efficient configuration can be selected based on the simulation results.

5. ADC Architecture and Building Block

5.1 The ADC Architecture

Based on the analysis in Sect. 4, the interpolation technique alone makes the design of a high-speed 5-bit ADC most power-efficient. Figure 10 shows the simplified block diagram of the proposed ADC. A differential track-and-hold amplifier (THA) and two resistor ladders provide input signals and references for the 1st-stage preamplifiers. The three stages of preamplifiers are interpolated. Current-mode flip-flops are placed behind the 3rd-stage preamplifiers to periodically sample data. A current-mode logic-based encoder directly translates thermometer codes into Gray codes.

For measurement, the output data are sampled by flip-flops clocked at $1/32$ sampling frequency. A three-level clock tree consisting of CMOS inverter buffers performs clock distribution of this ADC. In the clock tree, all the buffers are of the same size and each buffer drives three succeeding ones.

5.2 The Input Matching Network and THA

A resistive input termination in front of a high-speed ADC makes signal amplitude stable in the desired frequency range. When the input frequency increases, the input impedance decreases because of the sampling and parasitic capacitances. At high input frequencies, the degradation of signal amplitude at input ports limits input bandwidth. In this work, adding a network consisting of two resistors and an inductor [13], as depicted in Fig. 11, extends the input
bandwidth. The inductor compensates for the decrease of the input impedance and therefore extends the bandwidth. Figure 11 depicts the simulated frequency response of the input matching network plus THA, where the resistances are 75 and 150 Ω and inductances of ideal inductors range from 0.5 to 3.5 nH with a step of 0.5 nH. The simulation shows the frequency response at 2-nH inductance is flat. Therefore, two 2-nH spiral inductors are employed to make the input impedance stable from DC to Nyquist frequency.

5.3 The Preamplifiers and Flip-Flop

Figure 12 shows the schematic of the employed preamplifiers, where the values of the input transistor sizes, loading resistances and bias currents are shown. Since four stages of preamplifiers are necessary to meet the required gain in this process, three stages of preamplifiers are used and the first differential pair of the current-mode flip-flop, as shown in Fig. 13(a), can be seen as the 4th-stage preamplifier. To suppress transistor random offsets, the input gate sizes of the preamplifiers must be large enough to guarantee yield. To save power consumption, the input gate sizes of the preamplifiers are scaled down stage by stage. The scaling of the input transistor sizes generally follows the abovementioned rules. However, the loading resistance of the 1st-stage preamplifier does not follow the rule. Because two gate voltages of a 1st-stage preamplifier are fixed, two input transistors do not provide any transconductance. As a result, the gain of a 1st-stage preamplifier is quite small. A larger resistance, 0.27 kΩ, is used instead of the theoretical value, 0.22 kΩ, to achieve a larger gain.

Figure 13(a) shows the schematic of the current-mode flip-flop composed of two identical current-mode latches. In this design, current-mode flip-flops are used as comparators to perform high-speed sampling. After pre-amplifying of the preamplifiers, the current-mode flip-flops amplify signals into robust digital level. Because the transistor width of the 3rd-stage and the current-mode flip-flop is quite small, the width is 5 μm without further scaling.

5.4 The Current-Mode Logic Gate and Encoder

Because a static ROM-based encoder is not sufficient for 4 GS/s operation in this 0.13-μm process, a current-mode logic-based thermometer-to-gray encoder is used to coordinate the high-speed frontend. The encoder only consists of one kind of differential current-mode logic gate. Figure 13(b) shows the schematic of the logic gate. To make the logic gate function properly in all conditions, a transistor with its gate biased at the common-mode voltage V_{CM} is added to make the outputs of the logic gate balanced when A and B are equal to V_{CM}. To save hardware, the encoder directly translates the thermometer codes to gray codes. Current-mode flip-flops are inserted into the critical paths to pipeline the encoder to make it sufficient for 4-GS/s operation.

6. Experimental Results

This work is fabricated in a 0.13-μm CMOS 1P8M process. An ultra-thick 3.3-μm top metal is available for inductor fabrication. Figure 14 shows the chip microphotograph and floorplan. Excluding the input termination network, this ADC occupies an active area of 0.16 mm². This bare die is directly mounted on a PCB and connected to the board by bonding wires to minimize parasitic inductances. The
average power consumption excluding the output buffers is 180 mW. Figure 15 exhibits the distribution of the power consumption. With proper scaling, each preamplifier stage consumes roughly the same power, around 10% of the total value. Because the encoder is composed of current-mode logic gates and flip-flops, it consumes 23% of the total power dissipation. At 2.4 and 3.2 GS/s, the differential clock signals and single-ended synchronous signal for the logic analyzer are provided by a pattern generator Agilent 81250 which generates clock signals up to 3.4 GHz. For the measurement at 4.2 GS/s, we use a custom balun to transform the single-ended signal of a RF signal generator Agilent E4438C into differential ones for the clocks of the ADC. The signal of Agilent E4438C is also fed into a frequency divider to generate low frequency signal for the logic analyzer. The clock generation for the 4.2-GS/s measurement is quite complicated since many external components and wires are involved. The clock jitter at 4.2 GS/s is therefore larger than that at 2.4 and 3.2 GS/s. Figure 16 displays the peak DNL and INL are 0.60 and 0.65 LSB, respectively. Figure 17 shows the measured 32k-point FFT result when the input frequency is 1315 MHz and sampling rate is 3.2 GS/s. The resultant SFDR and SNDR are 35.80 and 27.12 dB, respectively. Figure 17 also shows the power spectrum when the input frequency is 130 MHz and sampling rate is 4.2 GS/s. The resultant SFDR and SNDR are 34.70 and 27.07 dB, respectively. Figure 18 depicts the measured SNDR curves with respect to the input frequency at 2.4, 3.2 and 4.2 GS/s sampling rate. At 2.4 and 3.2 GS/s, there is no obvious difference between the two curves. There are 1- to 3-dB drops of SNDR at 4.2 GS/s. The ADC achieves an ENOB of 4.44 bit and ERBW of 1.65 GHz at 3.2 GS/s. At 4.2 GS/s,
the ENOB is 4.20 bit and ERBW 1.75 GHz. To evaluate the overall performance of the ADC, we use an FOM equation defined as

$$FOM = \frac{Power}{2 \times 2^{ENOB} \times \min(ERBW, \frac{f_s}{2})}$$ \hspace{1cm} (16)$$

where $f_s$ is the sampling frequency, $ERBW$ is the effective resolution bandwidth and $ENOB$ is the effective number of bits at low input frequencies. The FOMs of this ADC are 2.59 and 2.80 pJ/conversion-step at 3.2 and 4.2 GS/s, respectively. Table 2 shows the specification summary.

### Table 2 Specification summary.

<table>
<thead>
<tr>
<th>Specification (Unit)</th>
<th>Experimental Result</th>
</tr>
</thead>
<tbody>
<tr>
<td>Supply Voltage (V)</td>
<td>1.2</td>
</tr>
<tr>
<td>Input CM Voltage (V)</td>
<td>0.2</td>
</tr>
<tr>
<td>Input Range (Vrms)</td>
<td>0.6</td>
</tr>
<tr>
<td>DNL (LSB)</td>
<td>0.60</td>
</tr>
<tr>
<td>INL (LSB)</td>
<td>0.65</td>
</tr>
<tr>
<td>Power (mW)</td>
<td>180</td>
</tr>
<tr>
<td>Sampling Rate (GS/s)</td>
<td>3.2, 4.2</td>
</tr>
<tr>
<td>ENOB (bit)</td>
<td>4.44, 4.20</td>
</tr>
<tr>
<td>ERBW (GHz)</td>
<td>1.65, 1.75</td>
</tr>
<tr>
<td>FOM (pJ/conversion-step)</td>
<td>2.59, 2.80</td>
</tr>
<tr>
<td>Resolution (bit)</td>
<td>5</td>
</tr>
<tr>
<td>Active Area (mm²)</td>
<td>0.16 (ADC) / 0.28 (Total)</td>
</tr>
<tr>
<td>Technology</td>
<td>TSMC 0.13-μm CMOS 1P8M</td>
</tr>
</tbody>
</table>

Figure 19 shows the comparison of recent GS/s non-interleaved CMOS flash ADCs. The authors survey recent low-resolution flash ADCs and select those with FOMs smaller than 10 pJ/conversion-step. The proposed ADC operates at the highest sampling rate and achieves comparable FOMs with the other state-of-the-art works.

### 7. Conclusion

A design methodology of the flash ADC is proposed for power reduction. With this methodology, flash ADC designers can evaluate the relative power consumption of different
configurations and select the most power efficient one when the resolution and operation speed are specified. Based on the analysis, an interpolated 5-bit high-speed ADC is designed and implemented. The proposed design methodology can also be applied to ADCs of higher resolutions. The proposed ADC operates at a sampling rate up to 4.2 GS/s and achieves comparable FOMs with the other state-of-the-art works.
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